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4 E047| 6/30,/2017 12:00:55 PM

048 7/8/2011 11:16:07 AM
043 7/8/2011 11:28:46 &M
050 7/8/2011 11:2956 AM
B0 7/8/2011 11:31:12 AM
052 710/2011 31636 PM
052 7111/20171 1:36:36 PM
054 7/11/2011 201:36 PM
055 7/11/2011 7:46:38 PM
G056 7/14/2011 55246 PM
G057 7/14/20171 6:01:54 PM
EBE 77142011 B0 PM
053 7/14/2011 6:44:08 PM
B0 7/14/20171 B:4E:16 PM
BOET 7A15/2011 207:.02 &M
G062 7/15/2011 12:42:09 PM
B2 7/19/2011 31607 PM
E0B4 7/19/2011 32274 PM
BOES 7/26/2011 12:08:22 AM
BOBE 7/26/2011 12:08:31 AM
BOE7 7/26/2011 20832 PM
G063 7/30/2017 5:04:00 P
BB 7/30/20171 B:24: 23 PM
BO70 773172011 1:47:40 PM
B071 7/31/2011 1:52.08 PM

Purchasing

Summary

Taling Zone Contraller LP43-501-RCU iz down
Taling Zone Contialler CCTR-701-RCL iz dawn
Transaction Image Processor CCTR-701-TIP is down
Tuoling Zone Contoller CCTR-702-RCL iz down
Toling Zone Contoller CCTR-70T-RCL iz down
VDAL CCTR-7FO2-RVDAL-2 iz down

WDAL CCTR-702-RVDAL-2 iz down

WDALC CCTR-702-RVDAC-2 iz down

WDALC CCTR-7FO02-RVDAC-2 iz down

Generator LP43-505-Generator is down

VDAL LP43-506-FVDAC-2 iz dovn

Taling Zone Contraller LP43-R06-RCU iz down
Tranzaction Image Processor LP43-506-TIP iz down
Taling Zone Controller LP43-505-RCU iz down
Spstem (ueue LP43-505/506 Queues is down
Toling Zone Controller LP43-505-RCU iz down
Toling Zone Contoller SHAR-E0E-RCU is down
Toling Zone Contraller SHAR-E03-RCU s down
PHS Queues SH45 PHS C5C TR Queue is down
PHS Queues SH45 PHS Rate Queus is down
System Queue LP43-505/508 Jueues is down
Generator CCTR-701-GENERATOR is down
Fouter CCTR-Router is down

Systern Queue CCTR- 701 Queuss is down
System Queue SH130-361/362 Queues iz down

Requestor
Saline Creek East Amald Hil
F3338 Eastbour Amold Hil
Fr3338 Eastbour Amold Hil
FR 3338 Westbou Amold Hil
FM3338 Eastbour Amold Hil
FM 3338 Westhou Amold Hil
FM3338 Westhou Amold Hil

FI 3338 Westbou Laredo District
FM 3338 Westbou Laredo District

FM 756 Eastbounc Amold Hil
FM756 Westhoun Amold Hil
FM75E Westhoun Amald Hil
FM75E Westhoun Amald Hil
FM 756 Westhoun Amold Hil
FM 756 Westhoun Amold Hil
FM 756 Eastbounc Amold Hil
Turnersvile Westt Amold Hil
FM1E25 Eastbour Amold Hil
Whatslp
Whatslp
‘whatsUp
FM3338 Eastbour Amold Hil
FM 3338 Westhou Amald Hil
F3338 Eastbour Amold Hil
Cameron Southbo Amold Hil

¥ || Technician Assigned| « || Date Due

Trevor Agnolin
Trevor Agnolin
Trevar Agnolin

E‘ Training

-
/3072017 4:33:06 PM
7/8/2011 B:42:34 PM
FA/2011 8:28:46 AM
FA1/2011 8:29:56 AM
FA/2017 8:31:13 AM
F0/2017 10:05:37 AM
F/14/2011 5:36:24 PM
741472011 5:40:08 P
74/2011 5:44:26 PM
741572017 2:00:46 PM
7572017 11:20:47 PM
71542017 2:00:14 PM
7A5/2011 8:48:10 PM
71572011 9:39:33 PM
715/2011 3:52:51 PM
741572017 10:00:44 P
FI20/2011 1216:07 PM
FN9/200110:21:19 P

743072017 3:15:43 PH
BA1/20171 2:00:24 PM
74372011 5:49:12 PM
743172011 10:29:38 PM

Priiity| = || Type
E - Project Emergency
7 - Mainter Emergency
4 - Mediur Emergency
4 - Mediun Duplicate
4 - Mediun Duplicate
2 -Urgent Emergency
1-Critical Emergency
1 - Critical Emergency
1-Critical Duplicate
3-High  Emergency
1-Critical Emergency
4.
1
1
1
1
4
1
1
1
1
1
4
B
B

¥ || |sParent

Mediur Emergancy

- Critical Emergency
- Critical Emergency
- Critical Operational
- Critical Duplicate

- Mediur Emergency
- Critical Emergency
- Critical Emergency
- Critical Emergency
- Critical Operational
- Critical Emergency
- Mediur Emergency
- Project Dperational
- Project Dperational
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£229
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) ‘2 Help Desk > All Work Orders 7 Quick Stats.
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dh d Work Order Woik .. / |v| Date Entered w || Summary v || Requestor | = || Technician Assigned| « || Date Due ¥ | Priciity| * || Type ¥ | |sParent | w||Parent' . |*| Assionme.. |+
E/Ed‘rt Work Order 3 G 7/31/2011 1:4740 P System Queue CCTR- 701 Queves is down Fh{3338 E astbour Amold Hil FIA2011 54312 PM B - Project Operational 1 B2 B2
— ) BO71 7/31/2011 1.5208 PM  System Queue SH130-361/362 Queues is down Cameron Southbo Amald Hil FIA201110:29.38 P 6 - Project Operational 1 B229 B229
=l Copy Work Order B072 8/1/2011 400:33PM  Taling Zone Contioller LP43-503ACL) i dawn FHI2433 Eastbour Anold Hil B/2/20111.0033PM  3-High  Emeigency 1 B230 B230
P Find Work Order BO73 8422011 32754 PM  Toling Zone Controller LP43-503-RCU iz down Fr2433 Easthour Cindy Jeanes B/A2M 122754 PM 3-High  Emergency 1 6231 6231
B074 8/2/2011 8:5313PM  Toling Zone Contoller SH45-E03-RCU iz down FM1625 Eastbour Amold Hil B/3201 20013PM  3-High  Emergency 1 B232 B232
BO75 8/2/2011 3:2313PM  Toling Zone Contoller SH45-E05-RCU iz down Tumersvile Easth Amold Hil B/3201 20013PM 4 - Mediun Emergency 1 B33 B33
>g‘i Help Desk BO7E 8/3/2011 3:07:41 &M Toling Zone Controler LP4S-503-RCU is down Fr2433 Easthour Cindy Jeanes B/A20M 30741 PM 4 - Medum Duplicate 1 B2 B2
Help Desk Reports BO7F 8/3/2011 3:20:45PM  Toling Zone Controler LP4S-502-RCU is down Saling Creek \wes Amald Hil BN 1220045 PM 4 - Mediu Emergency 1 B2 B2
G078 8/8/2011 453:15PM  Light Sensor SHAB-B03L5 is down FM1625 Eastbaur Amald Hil B/9/2011 23340 PM 1 -Critical Emergency i B236 B236
BO73 8A10/20111215:20 AW VDAC SH130-361-RYDAC is down Cameron Morthbor Amald Hil BA0/2011 224505 PM 1 - Critical Emergency 1 B237 B237
|W0rk Order No. 7 | G030 8111/201 741:46 40 Swich SH45-603-5WITCH is down FM1625 Eastbour Amold Hill BA11/2011 26836 PM 1 - Critical Emergency 1 B238 B238
6081 811/2011 11.54:48 &M Toling Zone Contioller SH45-E03-RCU e down Fr1625 Eastbour Amald Hil 81172011 241:03PM 1 -Crtical Emergency 1 B2 B2
| | G052 8113/20M 7.47.00 4  Generator CCTR-701-GENERATOR iz down FM3338 Eastbour Amold Hil B/25/2011 42351 PM 1 - Critical Emergency 1 G240 G240
Lookup Tables: G053 8/13/201 25250 4M  Router CCTR-Router is down FM3338 Westbou Amold Hil BA13/2017 44456 PM 1 - Critical Duplicate 1 6241 6241
| v | G084 8/13/2011 306:57 AW DSRC Transmitter CCTR-F01-DSRC1 i down FM 3338 Eastbour Amold Hill BA4/2011 B1505PM 1 - Critical Emergency 1 G242 G242
E085 872042011 £1318PM  Toling Zone Controller LP43-502-RCU is down Saline Creek \Wwes Amold Hil B/Z2/2017 20018 PM 4 - Mediun Emergency 1 E243 E243
E0SE 872042011 715:45PM  Toling Zone Controler LP4S-502-RCU is down Saling Creek \wes Amald Hil B/Z2/2011 200:45PM 4 - Medium Duplicate 1 B244 B244
B0E7 87204201 71645 PM  Toling Zone Controler LP4S-501-RCU is down Saling Creek East Amald Hil BIZ2/207 200:45 PM 4 - Mediun Emergency 1 E245 E245
B0BE 8/20/2011 7:36:53PM  Transaction Image Procesaor LP43-501-TIP is dawn Saline Creak East Amald Hil B/22/2011 200:54 PM 4 - Medur Operational i B246 B246
E0A9 8422/2011 54038 P4 Router LP43-B02ROUTER is down Saline Creek \Wes Amold Hil B/24/2011 200038 PM 4 - Mediur Emergency 1 E247 E247
B030 8/23/2011 1:06:31 &M System Queue LP43501/502 Queues iz down Whatsllp Technician Queue 1-Critical Duplicate 1 E248 E248
G091 8/23/201 311:284M  DSRC Transmiteer CCTR-701-DSRC-1 is down FM3338 Eastbour Amold Hil B/24/2017 B:0%:08 PM 1 - Critical Emergency 1 6243 6243
G092 8/23/20M 311:234M  DSRC Transmiteer CCTR-702-DSRC-1 is down FM3338 Westbou Amold Hil B/24/2017 6:0%:51 PM 1 - Critical Emergency 1 6250 6250
6093 8/24/2011 44628 P Router CCTR-Router is down Fr3338 Westbou S0 B/25/2011 1:46:28 P 3-High  Emergency 1 6251 6251
E094 842442011 B1307 PM - Cameron NB [367) Camera RCAM1 Cameron Morthbor Siemens B/25/2011 10:05:07 &M 2 - Urgent Emergency 1 £252 £252
6095 8/26/2011 120733 &M System Queue CCTR- 701 Gueves iz down Whatsllp Anold Hill B/25/2011 7:30:05 PM B - Project Emergency 1 E2A3 E2A3
E096 8/26/201 41341 PM Toling Zone Controller LP43-501-RCU is down Saline Creek East Amold Hil B2920MT 1134 PM 4 - Mediun Emergency 1 E25d4 E25d4
B097 8726201 41341 PM Toling Zone Controller LP4S-502-RCU is down Saling Creek \wes Amald Hil B29201T 11341 P 4 - Medum Duplicate 1 E25A E25A
G095 8/26/2011 4:2413PM  Transaction Image Procesaor LP43-501-TIP is dawn Saline Creek East 1-Critical Emergency i B256 B256
D [Date En
Records: 28
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% 2] Help Desk > All Work Orders " Quick Stats

Drag a colurmn headsr here ko group by hat column
h Add Work Order Walk ... / |*| Date Entered ¥ || Surnmary ¥ || Requestor | w | Technician Assigned| v || Date Due ¥ | Priciity| ¥ || Type ¥ | |sParent | w||Parent' . |¥| Assighme.. |
E/Edrt ork Order GllkE] 9/2/2017 B:08:46PM  PHS Queues Tyler PHS CSC TR Gueue iz down WhatsUp Arnold Hil QB0 T4314PM B -Project Operational 1 B2A7 B2A7
' ) F100 8/3/2011 120550 P System Queus LP43-501 /502 Qusues is down ‘WhatsUp Arnold Hil £ - Project Operational i 5258 5258
Hl Copy Work Order B101 332011 1:05:43PM  System Queue LP43.E05/508 Qusues is down Whatsllp Arold Hil 362011 73712PM 6 - Project Opesational 1 6253 6253
Find Work Order 102 9/4/2011 11:05:43 AM  System Queue LP43-605/508 Quees is down WhatsUp Amold Hil 8/5/2011 75154 PM 6 - Project Operational ] F260 F260
B103 9/4/2011 20550 PM  System Queue LP43503/504 Queues is down WhatsUp Arnold Hill BN T2317PM B - Project Operational 1 261 261
E104 9/4/2011 100550 PM  Systemn Queue LP43-505/506 Queues is down WhatsUp Arnold Hil WESZIN T2413PM B - Project Operational 1 B262 B262
>g‘i Help Desk E105 9/5/2011 B:0S:51TPM System Queue LP43-503/504 Queues is down ‘WhatsUp Armold Hil 1048720011 71439 PM 6 - Project Operational 1 G263 G263
@ Help Desk Reports B106 9/6/2011 205:528M  System Queue LP43501/502 Queues is down ‘WhatsUp Armold Hil 9/8/2011 T0E00PM 6 - Project Operational 1 G264 G264
B107 9/7/2011 30526 P Toling Zone Contoller SH45-E03-RCU iz dowin FM1625 Eastbour Amold Hil 9/8/201 20026 PM 3-High  Emergency 1 E26R E26R
6108 3/8/2011 122027 &M Toling Zone Controller SH45-803-RCU is daown FM1625 Eastbour Amold Hill 9/8/2011 20027 PM 3-High  Emergency 1 G266 G266
Work Order No. 3 | F109 9/8/2011 8:2311AM  Router LP43-506-ROUTER is dawn FMT5E westboun Amold Hill 9/8/2011 22912PM  3-High  Emergency 1 G267 G267
E110 9/9/2011 11:31: 24 &M Generator LP43-501-GENERATOR is down Saling Creek East Amald Hil 91202017 83124 &M 4 - Mediu Emergency 1 E268 E268
| E111 9A10/2011 44535 P IRU SH130-362-IRU is down Cameraon Southbo Techhician Queus 1-Critical Emergency 1 E269 E269
Lookup Tables: B112 915/2011 22032 PM Talling Zone Contraller SHAB-E0E-RCL is dawn Turnersvils Westt Amald Hil 9A6/201112:20:32 P 3-High  Emergency 1 B270 B270
¥ | £113 9452011 B2317PM Router CCTR-Raouter is down Fi 3338 Westbou Amald Hil 9A6/20011 20018 PM 3 -High  Emergency i B2 B2
E114 846/2011 22039P Toling Zone Contoller SH45-B06-RCU is down Tumersvile ‘Westt Amaold Hil 919/2011 11:20:40 4M 3 -High  Emergency 1 E2T2 E2T2
E115 9116/2011 22039PM  Toling Zone Contoller SH45-B01-RCU e down Mainling Eastbour Technician Queue 919/2011 11:20:40 M 3-High  Emergency 1 B273 B273
B116 9/19/2011 123015 M Router LP43-506-ROUTER is down FMY5E westboun Amold Hil 9/19/2011 Z00:15PM  3-High  Emergency 1 6274 6274
G117 9/23/201 335334 Light Sensor SH45B03-LS iz down FM162% Eastbour Amold Hil 9/23/20171 2:46:22 PM 1 - Critical Emergency 1 6275 6275
B118 9/28/201 24304 PM Toling Zone Controller LP43-505-RCU iz down F 756 Eastbounc Amold Hil 92802011 71217 PM 1 -Coitical Emergency 1 B27E B27E
E119 9/29/201 1:1718PM Toling Zone Controller LP43-505-RCU is down Fr 756 E asthounc Amald Hill 9/29/2011 B:07:47 PM 1 -Critical Emergency 1 B27F B27F

JAMD [Date Entered ;
Records: 21
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System

Type

Description

Resolution

Open

Arrive

Clear

LP49-505 (FM756 EB)

Generator

6056

Generator LP49-505-
Generator is down

AC Power to the site is failing
and generator has start to
support the site. Raytheon
will monitor to ensure that
the power is returned.

7/14/11
10:52
PM

7/14/11
10:55
PM

7/14/11
11:15
PM

LP49-506 (FM756 WB)

VDAC

6057

VDAC LP49-506-FVDAC-2 is
down

FVDAC2 is not responding to
reset commands. Raytheon
shall continue to try and
command the unit back to
life but if necessary shall
have the District replace the
unit tomorrow. Raytheon
assisted the district with the
replacement of the unit to
clear the issue. Unit is being
return to vendor with a
motor control failure.

7/14/11
11:01
PM

7/14/11
11:01
PM

7/14/11
11:20
PM




System

Type

Description

Resolution

Open

Arrive

Clear

LP49-506 (FM756 WB)

Tolling Zone
Controller

6058

Tolling Zone Controller
LP49-506-RCU is down

Raytheon is monitoring the
temperature at this site to
see if this is related to the
power failure being
experienced. the generator is
still supporting the power
but the HVAC on this side
stop working when the
generator started. Raytheon
has assisted in the
replacement of the
operational HVAC. Unit was
causing the AC breaker to
stop power to the unit.
Raytheon has submitted the
unit to a repair facility.

7/14/11
11:10
PM

7/14/11
11:10
PM

7/14/11
11:27
PM

LP49-506 (FM756 WB)

Transaction Image
Processor

6059

Transaction Image Processor
LP49-506-TIP is down

HVAC system is requiring the
TIP to shutdown until the
temperature returns to a
safe level. Raytheon will
continue to monitor.

7/14/11
11:44
PM

7/15/11
12:00
AM

7/15/11
2:30 AM

LP49-506 (FM756 WB)

Tolling Zone
Controller

6060

Tolling Zone Controller
LP49-505-RCU is down

Duplicate WO 6059 this is a
HVAC problem

7/14/11
11:46
PM

7/14/11
11:46
PM

7/15/11
2:39 AM




System Type ID Description Resolution Open Arrive Clear
SH45SE-606 Tolling Zone Tolling Zone Controller 7/19/11 | 7/19/11| 7/19/11
(TURNERSVILLE WB) Controller 6063 | SH45-606-RCU is down This failure was a false alarm 8:16 PM | 8:31PM | 8:31PM
SH45SE-603 (FM1625 | Tolling Zone Tolling Zone Controller 7/19/11 | 7/19/11| 7/19/11
EB) Controller 6064 | SH45-603-RCU is down This failure was a false alarm 8:22PM | 8:22PM | 9:00 PM
System Type ID | Description Resolution Open Arrive Clear




System

Type

Description

Resolution

Open

Arrive

Clear

CCTR-701 (FM3338 EB)

Tolling Zone
Controller

6048

Tolling Zone Controller CCTR-

701-RCU is down

Raytheon is on site
work on the HVAC.
The door of the
cabinet are open and
this is causing the high
temperature alarm
because of the high
outside temperatures.
Raytheon does expect
the TIP to be
commanded to Shut
Down before the
repairs can be
completed. District
was unable to assist
due to manpower not
available.

7/8/11
4:16 PM

7/8/11
4:42 PM

7/8/11
7:42 PM

CCTR-701 (FM3338 EB)

Transaction Image

Processor

6049

Transaction Image Processor

CCTR-701-TIP is down

TIP shutdown due to
high outside
temperature while
HVAC is being
replaced by Raytheon.
Unit has been
returned to
operational status and
all transaction sent to
the PHS.

7/8/11
4:28 PM

7/8/11
4:45 PM

7/8/11
6:19 PM




System Type ID | Description Resolution Open Arrive Clear
Tolling Zone Controller CCTR- 7/8/11 7/8/11 7/8/11
CCTR-702 (FM3338 WB) | Duplicate 6050 | 702-RCU is down Duplicate of WO 6048 | 4:29 PM | 4:33 PM | 6:33 PM
Tolling Zone Controller CCTR- 7/8/11 7/8/11 7/8/11
CCTR-701 (FM3338 EB) Duplicate 6051 | 701-RCU is down Duplicate of WO 6048 | 4:31 PM | 4:34PM | 6:23 PM
Unit has failed to
respond to polling
from the TZC and has
been reset 7/11/11 | 7/11/11 | 7/11/11
CCTR-702 (FM3338 WB) | VDAC 6052 | VDAC CCTR-702-RVDAC-2 is down | automatically. 2:16 AM | 3:36 AM | 4:36 AM
Raytheon is
monitoring this unit
because of continuing
failures. If failures
continue a
replacement will be 7/11/11 | 7/11/11 | 7/11/11
CCTR-702 (FM3338 WB) | VDAC 6053 | VDAC CCTR-702-RVDAC-2 is down | installed. 6:36 PM | 6:45PM | 7:00 PM




System

Type

Description

Resolution

Open

Arrive

Clear

CCTR-702 (FM3338 WB)

VDAC

6054

VDAC CCTR-702-RVDAC-2 is down

Second time this unit
has failed today. The
District has been call
to replace the unit as
soon as possible.
District is scheduled
the repair tomorrow
morning. Raytheon is
able to keep the unit
running until the
repair can be made.

7/11/11
7:01 PM

7/11/11
7:40 PM

7/11/11
7:55 PM

CCTR-702 (FM3338 WB)

Duplicate

6055

VDAC CCTR-702-RVDAC-2 is down

Duplicate of WO 6054

7/12/11
12:46
AM

7/12/11
12:46
AM

7/12/11
1:00 AM

CCTR-701 (FM3338 EB)

Generator

6068

Generator CCTR-701-GENERATOR
is down

Utility power failure in
the Laredo area.
Service was return to
the area but the
network had failed
during the service
outage. All component
were functional during
the outage.

7/30/11
10:04
PM

7/30/11
10:18
PM

7/31/11
12:18
AM




System Type ID | Description Resolution Open Arrive Clear
SH45SE-603 (FM1625 Tolling Zone Tolling Zone Controller SH45- Raytheon is 8/3/11 8/3/11 8/3/11
EB) Controller 6074 | 603-RCU is down monitoring 1:59 AM | 2:00 AM | 3:23 AM
SH45SE-605 Tolling Zone Tolling Zone Controller SH45- Raytheon is 8/3/11 8/3/11 8/3/11
(TURNERSVILLE EB) Controller 6075 | 605-RCU is down monitoring 2:29 AM | 3:30 AM | 4:30 AM

Timeout occurred for

a camera and a power

supply reset was

required. Light Sensor

require additional 8/8/11 8/8/11
SH45SE-603 (FM1625 time. Unit is 8/8/11 10:15 10:33
EB) Light Sensor 6078 | Light Sensor SH45-603-LS is down | operational. 9:59 PM PM PM

Raytheon was unable

to communicate to

the site through the

switch and has sent

the Level 1 to

investigate. Level 1

found the AC powerto | 8/11/11
SHA45SE-603 (FM1625 the unit off. Power 12:41 | 8/11/11 | 8/11/11
EB) Switch 6080 | Switch SH45-603-SWITCH is down | was restored. PM | 1:58 PM | 3:58 PM




System

Type

Description

Resolution

Open

Arrive

Clear

SH45SE-603 (FM1625
EB)

Tolling Zone
Controller

6081

Tolling Zone Controller SH45-
603-RCU is down

This ticket was caused
by the lost of
communication to the
switch. the problem
was resolved when
the power was
restored.

8/11/11
4:54 PM

8/11/11
5:41 PM

8/11/11
7:41 PM

LP49-503 (FM2493 EB)

Tolling Zone
Controller

6072

Tolling Zone Controller LP49-503-
RCU is down

Raytheon is
monitoring the
condition of this unit.
the tempisat31C
and holding

8/1/11
9:00 PM

8/1/11
9:30 PM

8/1/11
10:11
PM

LP49-503 (FM2493 EB)

Tolling Zone
Controller

6073

Tolling Zone Controller LP49-503-
RCU is down

Duplicated of WO
6072 Raytheon has
arranged for the
District to meet at 8
AM on 8/3 to replace
the unit.

8/2/11
8:27 PM

8/2/11
9:13 PM

8/2/11
10:13
PM

LP49-503 (FM2493 EB)

Duplicate

6076

Tolling Zone Controller LP49-503-
RCU is down

Duplicated of WO
6072 Raytheon has
arranged for the
District to meet at 8
AM on 8/3 to replace
the unit.

8/3/11
2:07 PM

8/3/11
2:35PM

8/3/11
3:35 PM




System Type ID | Description Resolution Open Arrive Clear
Tolling Zone Tolling Zone Controller LP49-502- | Raytheon is 8/3/11 8/3/11 8/3/11
LP49-502 (Saline WB) Controller 6077 | RCU is down monitoring 8:20 PM | 8:40 PM | 9:40 PM
Raytheon is
monitoring and expect 8/20/11
Tolling Zone Tolling Zone Controller LP49-502- | the temperature to 8/20/11 | 8/20/11 10:00
LP49-502 (Saline WB) Controller 6085 | RCU is down recover after sunset. 9:19 PM | 9:24 PM PM
Duplicate o 8/21/11 | 8/21/11 | 8/21/11
Tolling Zone Controller LP49-502- 12:15 12:28 12:45
LP49-502 (Saline WB) Duplicate 6086 | RCU is down f WO 6085. AM AM AM
Raytheon is
monitoring this site.
The temperature
inside the cabinet has
return to normal and
should be able to 8/21/11 | 8/21/11 | 8/21/11
Tolling Zone Tolling Zone Controller LP49-501- | continue to support 12:16 12:37 12:45
LP49-501 (Saline EB) Controller 6087 | RCU is down the site. AM AM AM




System

Type

Description

Resolution

Open

Arrive

Clear

LP49-501 (Saline EB)

Transaction Image
Processor

6088

Transaction Image Processor
LP49-501-TIP is down

The IRU temperature
has risen above the
acceptable level that
Raytheon allow the
TIP to operate in. The
TIP is shut down until
the temperature
return to a level below
30 degree C. Raytheon
has check and verify
that all function have
return to the TIP and
all transactions have
been moved to the
PHS.

8/21/11
12:36
AM

8/21/11
12:42
AM

8/21/11
12:50
AM




System

Type

Description

Resolution

Open

Arrive

Clear

LP49-502 (Saline WB)

Router

6089

Router LP49-502-ROUTER is down

The service provider is
working the issue and
has created a ticket.
This problem was on
running for over a day
and required the
assistance of
Raytheon to restart
the services after the
service had been
return. The router OS
will shut down after
the signal to the unit is
absent for an
extended period. A
complete reset of the
router was required to
restart the unit.

8/22/11
10:40
PM

8/22/11
11:26
PM

8/23/11
12:26
AM

LP49-501 (Saline EB)

Tolling Zone
Controller

6096

Tolling Zone Controller LP49-501-
RCU is down

Raytheon is
monitoring the issue.
After 2 hour the
temperature has
return to normal
range.

8/26/11
9:13 PM

8/26/11
10:34
PM

8/26/11
11:34
PM




System Type ID | Description Resolution Open Arrive Clear
8/26/11
Tolling Zone Controller LP49-502- | This is a repeat of WO | 8/26/11 | 8/26/11 10:47
LP49-502 (Saline WB) Duplicate 6097 | RCU is down 6096 9:13PM | 9:47 PM PM
TIP shutdown during
over temp condition. 8/26/11
Transaction Image Transaction Image Processor All services have been | 8/26/11 | 8/26/11 10:50
LP49-501 (Saline EB) Processor 6098 | LP49-501-TIP is down restarted. 9:24 PM | 9:50 PM PM
System Type ID Description Resolution Open Arrive Clear
Utility power is down in the
tolling site area. When the
site is running on generator it
also means that the router
located at plaza is on backup
power. The plaza has a
generator but it is disabled.
This may need to be
addressed by TxDOT because | 8/13/11
CCTR-701 Generator CCTR-701- the UPS will not hold the 12:47 8/13/11 2:23
(FM3338 EB) Generator | 6082 | GENERATOR is down power up beyond 1 hour. PM 8/13/11 1:23 PM PM




System

Type

Description

Resolution

Open

Arrive

Clear

CCTR-702
(FM3338 WB)

Router

6083

Router CCTR-Router is
down

The service provider network
is down. SDi has started a
ticket with the local service
provider. Service has been
restarted.

8/13/11
1:52
PM

8/13/11 2:44 PM

8/13/11 3:44
PM

CCTR-701
(FM3338 EB)

DSRC
Transmitter

6084

DSRC Transmitter CCTR-
701-DSRC-1 is down

There is a 48 VDC power
supply failure. The District has
been informed of the
problem but they do not have
anyone available today to
repair the problem. The
District has arrived at the site
and found the both 48 VDC
module had failed. A
replacement has been
installed.

8/13/11
2:06
PM

8/13/11 2:49 PM

8/13/11 3:49
PM




System

Type

Description

Resolution

Open

Arrive

Clear

CCTR-701
(FM3338 EB)

DSRC
Transmitter

6091

DSRC Transmitter CCTR-
701-DSRC-1 is down

Unit failed respond to power
resets. Raytheon discovered
that the 48VDC power for the
RF part of the DSRC was not
functioning. The District was
informed to replace the failed
unit as soon as possible.
August 24th 10 AM the tech
from the District has replaced
the 48VDC supply and the
DSRC for the EB and WB RF
unit are functional.

8/23/11
2:11
PM

8/23/11 3:05 PM

8/23/11 5:05
PM

CCTR-702
(FM3338 WB)

DSRC
Transmitter

6092

DSRC Transmitter CCTR-
702-DSRC-1 is down

Unit failed respond to power
resets. Raytheon discovered
that the 48VDC power for the
RF part of the DSRC was not
functioning. The District was
informed to replace the failed
unit as soon as possible.
August 24th 10 AM the tech
from the District has replaced
the 48VDC supply and the
DSRC for the EB and WB RF
unit are functional.

8/23/11
2:11
PM

8/23/11 3:08 PM

8/23/115:08
PM




System Type ID Description Resolution Open Arrive Clear
The service provider network
is down. SDi has started a
ticket with the local service 8/24/11
CCTR-702 Router CCTR-Router is provider. Service has been 9:46 8/24/11 11:10
(FM3338 WB) Router 6093 | down restarted. PM 8/24/11 10:10 PM PM
HVAC temperature alert. The
Tolling failure lasted one hour and 9/8/11
SH45SE-603 Zone Tolling Zone Controller Raytheon shall continue to 2:05 9/8/11 3:30
(FM1625 EB) Controller 6107 | SH45-603-RCU is down monitor the issue AM 9/8/11 2:30 AM AM
Tolling The unit has repeated the 9/8/11
SH45SE-603 Zone Tolling Zone Controller same failure as earlier today 5:20 9/8/11 6:00
(FM1625 EB) Controller 6108 | SH45-603-RCU is down and again for one hour. AM 9/8/11 5:30 AM AM
Tolling The HVAC had a fifteen 9/10/11
SH130-362 Zone IRU SH130-362-IRU is minutes failure. Raytheon will 9:45 9/10/11 10:00
(Cameron SB) Controller 6111 | down monitor. PM 9/10/11 9:45 PM PM
SH45SE-606 Tolling The HVAC had a fifteen 9/15/11
(TURNERSVILLE | Zone Tolling Zone Controller minute failure. Raytheon will 8:20 9/15/11 8:40
WB) Controller 6112 | SH45-606-RCU is down continue to monitor. PM 9/15/11 8:33 PM PM
SH45SE-606 Tolling 9/16/11
(TURNERSVILLE | Zone Tolling Zone Controller Short temperature alert. 7:20 9/16/11 7:25
WB) Controller 6114 | SH45-606-RCU is down System has return to normal. PM 9/16/11 7:20 PM PM




System Type ID Description Resolution Open Arrive Clear
Tolling 9/16/11
SHA45SE-601 Zone Tolling Zone Controller Short temperature alert. 7:20 9/16/11 7:25
(MAINLINE EB) | Controller 6115 | SH45-601-RCU is down Raytheon is monitoring. PM 9/16/11 7:23 PM PM
9/23/11
SH45SE-603 Light Light Sensor SH45-603-LS | Light Sensor delayed restart 1:35 9/23/11 1:40
(FM1625 EB) Sensor 6117 | is down after camera required restart. PM 9/23/11 1:40 PM PM
Network failure during the
night. Raytheon will notify the
service provider tomorrow if
the service has not return. 9/15/11
CCTR-702 Router CCTR-Router is Service return at 1:46AM on 11:23 9/16/11 12:15
(FM3338 WB) Router 6113 | down the 16th. PM 9/15/11 11:59 PM AM
Short network failure in the
FM756 ramp area. The failure
was short and no ticket with 9/8/11
LP49-506 Router LP49-506- the service provider was 1:29 9/8/11 3:00
(FM756 WB) Router 6109 | ROUTER is down necessary PM 9/8/11 2:06 PM PM
9/9/11
LP49-501 Generator LP49-501- 4:31 9/9/119:14
(Saline EB) Generator | 6110 | GENERATOR is down NULL PM 9/9/11 5:14 PM PM
9/19/11
LP49-506 Router LP49-506- Network outage that only 5:30 9/19/11 6:00
(FM756 WB) Router 6116 | ROUTER is down lasted about an hour. AM 9/19/11 5:41 AM AM




System Type ID Description Resolution Open Arrive Clear
Tolling 9/28/11
LP49-505 Zone Tolling Zone Controller Cabinet over heat but return 7:49 9/28/11 8:12
(FM756 EB) Controller 6118 | LP49-505-RCU is down to normal PM 9/28/11 7:50 PM PM
Raytheon is monitoring he
Tolling issue. The cabinet reached 35 | 9/29/11
LP49-505 Zone Tolling Zone Controller C but return to normal. Will 6:17 9/29/11 9:07
(FM756 EB) Controller 6119 | LP49-505-RCU is down continue to monitor the site. PM 9/29/11 7:07 PM PM




